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Chapter 1| RELATIONS AND FUNCTIONS

POINTS TO REMEMBER
1 Reflexive relation R in X is a relation with (a, a) €éR va eX.
1 Symmetric relation R in X is a relation satisfying (a, b) € R implies (b, a) €R.
1 Transitive relation R in X is a relation satisfying (a, b) eR and (b, c) €R
implies that (a, c) eR.
1 Equivalence relation R in X is a relation which is reflexive, symmetric and
transitive.
1 Equivalence class [a] contfaining a € X for an equivalence relation R in X is
the subset of X containing all elements b related to a.
1 Afunctionf: X — Yis one-one (or injective) if
f(x1)=1(x2) =2x] =x2 Vxl, x2 e X.
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Chapter 1

» [ Afunctionf: X — Yisonto (or surjective) if givenanyy €Y, 3x € X such

» thatf (x) =v.

» [ Afunctionf: X — Yisone-one and onto (or bijective), if fis both one-one
» and onto.

» (| The composition of functionsf: A —Band g:B — C is the function

» gof: A — Cgiven by gof (x) = g(f (x)) Vx €A.

» [ Afunctionf: X —Yisinvertibleif 7g:Y — X such that gof =IX and

» fog =Y.

» [ Afunctionf: X —Yisinvertible if and only if f is one-one and onto.



Chapter-1

1 Given a finite set X, a function f : X — X is one-one (respectively onto) if and
only if fis onto (respectively one-one). This is the characteristic property of a
finite set. This is not frue for infinite set

1 A binary operation *on a set A is a function *from A x A to A.

1 An element e € X is the identity element for binary operation »: X x X — X,
farxe=a=e*avaeX

1 An element a € X is invertible for binary operation =: X x X — X, if

there exists b € X such thata »b =e = b *a where, e is the identity for the
binary operation . The element b is called inverse of a and is denoted by a-1.
1 An operation * on X is commutative ifa *b =b *a Va, b in X.

vV vV vV vV vV vV vV vV vV VY

1 An operation = on X is associative if (a *b) xc =a (b *c)Va, b, cin X.



Chapter 2 INVERSE TRIGONOMETRIC

FUNCTIONS

@ The domaimms and ranges (principal value branches) of inverse trigonometric
fimmctions are given in the followimg table:

Functions INomain RKange
(Primcipal WValue BEramnches)
) —3x  TT |
Vv = s~ ! x [—1. 1] ?_.E
¥ = cos ' x [—1. 17 [O. ]
Vv = cosec ! x R —(—1_1) _?jtﬁ% — {0}
TC
Vv = sec— ! x R —(—1_ 1) [0, ] — {E}
T TC
¥ = tan! x RI [_Eﬁg
¥ = cot! x R (0. 1)




y=smlxy=x=smy

sin (s x)=x

1
sin~! — = coseclx
X
1
cos! — = seclx
x
1
tan~! — = cot™* x

X

X=smy = y=sm'lx

sin~! (sinx)=x

cosi(—=x) =M —cos'x

cot? (=) =m — cotl x

sec! (—x) =T — seclx




-1

sin~! (—x) = —sin! x

T
tan!'x + cotlx = =

T
sin~! x + cos! x = E

x+ ¥

tan~'x + tan~'y = tan™! 1— xv

1 1 1 I_-}I

tan—'x — tan—'y = tan 1+ xv
_ 2x

2tan~! x = sin~! ————= = cos™!
1+ x

tan™! (—x) = — tan™ x

cosec”! (—x) = — cosec™! x

T
coseclx + seclx = E

2x
Ztan'x = tan™! >

1— x~




Chapter- 3 MATRICES

Matrix: It is an ordered rectangular arrangement of numbers (or functions).
The numbers (or functions) are called the elements of the matrix.
Horizontal line of elements is row of matrix, Vertical line of
elements is column of matrix.

Numbers written in the horizontal line form a row of the matrix.
Number written in the vertical line form a column of the matrix,

Order of Matrix with ‘m’ rows and ‘n’ columns is m % n (read as m by n).
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-

es of Matrices

Ao row matrix has only one row (order:1>xn)
A column matrix has only one column (order: m><1)

A sguare matrix has number of rows equal to Nnumber of columns

{order: m > m or rn > n.)

A diagonal matrix is a sgquare matrix with all non-diagonal elements

egual to zero and diagonal elements not all zeroes.

A scalar matrix is a diagonal matrix in which all diagonal elements are

eqgual.

An identity matrix is a scalar matrix in which each diagonal element is

1 (urity).

A zero matrix or null Mmatrix is the matrix having all elements zero.
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- Equal matrices: two matrices A = [ag].-. and B = [ b;;] rrr > n are egual if
(=a) Both hawve same order
=) cx; ;= by i and j

O perations on mMmatrices

- Two matrices canmn be added or subtracted., if bhoth have same order.
- I A= [Qijlim <«n @nd B =[b;;ilm <n . then
A+ B = [a;; & Bijlasen

- AA = [A @ijlim =n wWhere A is a scalar

- Two matrices A and B can be multiplied if mnumber of columns in A is

eqgqual to nuMmber of rows in B.

iIf A = [ﬂ:l__.l]'-'ﬂ = n and [f-_"_jn'-::]'rib-c'p

T
Then AR = |ciglim <p Where c, = E &8
A=l
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Transpose of a Matrix: Let A be anmny matrix, Imnmterchange rows and
collurmnms of A. The new Mmatrix so obtained is transpose of A donated
By A" AT

[order of & = rm = m — order of A7 = m o=

Froperties of tranmnspose matrices A and B are:

i) A" = A

(i) (FleA) = kA" (k= constant)
(iii) A+ B) — A" + B°

i) CAE) = B7.A7

Swyrmmetric Matri>x amnd Skew=Swrmrmeaetric rmatrix
A square matrix A = [ay] is sywiwmmeatric ifT A7 — Ai.el. .a,; = agvwi and |

A sgquare matrik A= [ay] is skew-symmetric if A" = —A i.e. ag = - agv i and j

A0l diagonal elemenits are Zero in skew-——swrmimetric rmatri=x)
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® A is asymmetric matrix if A" = A.
® A is a skew symmetric matrix if A" = —A.
& Any square matrix can be represented as the sum of a symmetric and a

skew symmetric matrix.
® Elementary operations of a matrix are as follows:
D R < Rf or C <« C;
() R, - AR or C. — iC,
() R, — RI.—Fer or C. — Cj+ﬁer.
® If A and B are two square matrices such that AB = BA = 1. then B 1s the
mverse matrix of A and 1s denoted by A~! and A 1s the inverse of B.

® Inverse of a square matrix. if i1t exists. 1s unique.



Chapter- 4 DETERMINANTS

% Determinant of a matrix A = [a,,],,., 1s given by |a,,| = a,

¥ Determinant of a matrix A = | 1s given by
31 922

11 €ty
lA| = — o
I3 el 1

oy — gy Oy,

g
S
0

1s given by (expanding along R,)

=

]
Q
b
o
A
¥

% Determuinant of a matrnx

| iy by C3 |
a & g
b, c 1 P e b
> 2 > > . 2
|A| =|ax by o =a — 5y + o
by 3 iy C3 il by
i3 by Cy
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For anyv sguare maitrix A, the |A| satisfy following properties.

®» |A7| = |A|. where A" = transpose of A.
% If we interchange any two rows (or columns). then sign of determuanant
changes.

@ If anyv two rows or any two columns are identical or proportional. then value
of determuinant is zero.

@ If-we multiply each element of a row or a column of a determuanant by constant
k. then value of determuinant is mamualtiplied by A

@ DMultiplyving a determunant by & means multiply elements of only one row
{or one colummn) by 4.

If A =[a,ls.s.then|k. A|=i%|A|

¢

If elements of a row or a column in a determinant can be expressed as sum
of two or more elements. then the given determinant can be expressed as
sum of two or more determinants.

@ Ifto each element of a row or a colummn of a determinant the eguimultiples of
corresponding elements of other rows or columns are added. then value of
determinant remains saime.
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\ AR

—E Iz _1-"'.!

X3 vy 1

MNinor of an element a, of the determunant of matrnx A 1s the determuinant
obtained by deleting /™ row and j colummn and denoted by I'»-'[U_.

Cofactor of a, of given by A = (— 1)y M,

Value of determinant of a matrix A 1s obtained bv sum of product of elements
of a row (or a column) with corresponding cofactors. For example.

|A‘| — dyy ‘%‘11 Ay, All 4 ‘%‘13'

If elements of one row (or column) are multiplied with cofactors of elements
of any other row (or colummm). then their sum 1s zero. For example. a,, A, + a,,

Ay T a; AL = 0

e
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cryg oy o iy 3 a-"'—"ﬁ-]_]_ All -'-":'5-31
@& TIf A= | oy e B >3 |- then adi A =] Ay LN I N - where ¥ - 1s
“fzq L Te.] i3z PNt Y Mgy
cofactor of Lo g
- A (eadi Ay —= (adfj A) A — | A I swhere A 1s square matrmx of order 7z.
- A sgquare matrix A 1s said to be simgular or mon-simngular according as
| 2% ] = O o | A = O.
- If AB —BA —1I. where B 1s sguare matrix. themn B 1s called imverse of A
Also A7 — B or B! — A and hence (A7) — A
- A sguare matrnix A has imverse 1 and ondy 1A 1s mon-singular.
L 1 i
o A —_ = (adi A
A
@ Ir cax, x+ b oy + o, = = d,
a,x + b, v + c, = = d,
e, x + b, v+ o, == .
then these eguations cam be written as A N — B. where
e £y oy - oy
M = X, D, Coy |- —| » |and B—| 4,

Ty Iry L = e



Chapter-5 CONTINUITY AND

DIFFERENTIABILITY

& A real valued function 1s conrfinuous at a point in its domain 1f the limit of the
function at that point equals the value of the function at that point. A function
1s continuous 1if it 1s continuous on the whole of 1its domain.

® Sum, difference, product and quotient of continuous functions are continuous.
1.e., 1f fand g are continuous functions, then

(f = 2) (x) =f(x) £ g(x) 1s continuous.
(. 2) (x) = f(x) . g(x) 1s continuous.

(i; ]( ¥) = fET::: (wherever g(x) # 0) 1s continuous.

¢ Every differentiable function 1s continuous, but the converse 1s not true.



Chapter-5 POINTS TO REMEMBER

% Chain rule 1s ruale to differentiate composites of functions. If = v 0 2. ¥ = 2 (x)

and 1f both i and ﬁ exist then
dx Ar

df  dv dr
adx dr  dx
¥ Following are some of the standard derivatives (1n appropriate domains):

-—d (sin™ ' x) = ! -—dr (cos™ 'x)=— 1
i(tﬂll_l :r) — % —(cot_l :r} = _—12
adx 14+ x dx 1+ x

o d 1 d

—(sec:_l :r} — (cosec_l x) —
dx x 1 — x~° e A1 — 7

d o 1
e x } — =* S | 1 _ =
adx (e < fir{ OB T) x




Chapter-5 POINTS TO REMEMBER

©® Logarithmic differentiation 1s a powerful technique to differentiate functions
of the form 7/ (x) = [u (x)]*®. Here both f/(x) and # (x) need to be positive for

this technique to make sense.

©® Rolle’s Theorem: If f: [a, b] — R 1s continuous on [a, b| and differentiable
on (a, b) such that f(a) = f(b), then there exists some ¢ 1n (a, b) such that

f(e) = 0.
© Mean Value Theorem: 1t f : [a. b] — R 1s continuous on [a, b] and
differentiable on (a. 5). Then there exists some ¢ 1n (a, ») such that

J(b)—f(a)
b—a

J'(e)=



Chapter-6 APPLICATION OF

DERIVATIVES

“ If a quantity v varies with another quantity x. satisfying some rule v = f(x).

V : -
then .:f— (or f’(x)) represents the rate of change of v with respect to x and
x

-(ﬁ,.- |
d’rij (or f'(x;)) represents the rate of change of v with respect to x at
) X=X}

= e
< If two variables x and v are varying with respect to another variable 7, 1.e., if
x= f(r) and v = g(r). then by Chain Rule

| dv dy [fdx dx
— = if — =0
dx dr dr ’ dr

¢ A function f 1s said to be

(a) 1ncreasing on an interval (a. b) if
x,<x, m(a, b) = f(x) < f(x,) for all x_, x, € (a. b).
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Alternatively. if '(x) = O for each x in (a. b)
(b) decreasing on (a.b) if

x,<x, m (a, b) = f(x,) = f(x,) tor all x. x, € (a. b).
Alternatively. if /' (x) < 0 for each x in (a. b)

The equation of the tangent at (x_,. v, to the curve y = f (x) 1s given by

dv
YV — Vg = — } (x — xg)
dx (xo-Yo)

Vv _ . _ _ _
It E does not exist at the point (x;.1,) . then the tangent at this point 1s

parallel to the y-axis and its equation 1s x = x.

. . : Vv
If tangent to a curve v = f (x) at x = x_ 1s parallel to x-axis, then d—] =0 .
X _dx=x

—
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Eqguation of thhe normal to thhe cuarvwve v —_F () at a point -(:-;D . Vg ) 1s given by

—1
M — Vg = {_h__] (o — xg )
d": (>cg - Vo b

Far' i

If at thhe point (xg. Vg ) 1s zero. thhen eguation of thhe mnormmal 1s x = o,

It -ﬁi;"-:.‘ at thhe p-:::-_i11t_ (xXg -V ) does mot exist. thhen the mormmal 1s parallel to xy-axis

and i1ts egquation 1s ¥ = 7 ,.
ILet v — F(x). A be a smmall imncrement i x aimnd A be the imncrement iza v

corresponding to the imcremment i1ma x. i.e.. MAv — _Fxw + Ax) — F(x). Theny v
ociven by

("

G = (e or nﬁ-_L - A
S e i
is a cood approxiimation of Ay when v — A is relativelsy simall and we denote
1t by v = A
A point o 1 the domain of a funcition 7 at which either 7(c) — O or _fis 1ot

daifferentiable 1s called a crificarf pofmr of 7
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© First Derivative Test 1et f be a function defined on an open interval I. Let
f be continuous at a critical point ¢ in I. Then

(1) If f’(x) changes sign from positive to negative as x increases through c.
1.e., 1f /'(x) = 0 at every point sufficiently close to and to the left of ¢,
and /'(x) < 0 at every point sufficiently close to and to the right of ¢,
then ¢ 1s a point of /ocal maxima.

(1) If/’(x) changes sign from negative to positive as x increases through c,
1.e., 1f /'(x) < 0 at every point sufficiently close to and to the left of ¢,
and /'(x) = 0 at every point sufficiently close to and to the right of c.
then ¢ 1s a point of local minima.

(1) If /'(x) does not change sign as x increases through c. then ¢ is neither
a point of local maxima nor a point of local minima. Infact, such a point
1s called point of inflexion.
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Second Derivarive Tesr 1.et f be a tTunction defined on an imterval T and
c 1. Let f be twice differentiable at ¢. Then

(1) x = ¢ 1s a pomt of local maxima 1f 7' (¢) = 0 and 7" (c) < 0O

The values () 1s local maximum value of .
(11) x = ¢ 1s a point of local minima if 7' (c) = 0 and () = 0O
In this case. /() 1s local minimum value of .
(111) The test fails 1f /() = 0 and 77 (c) = 0.
In this case. we go back to the first denmnivative test and find whether ¢ 1s
a point of maxima. minima or a point of inflexion.
< Working rule for finding absolute maxima and/or absolute minima

Step 1: Find all critical points of /1in the interval. 1.e.., find points x where
either 7 (x) = O or _fis not differentiable.

Step 2:Take the end points of the interval.
Step 3: At all these points (listed 1in Step 1 and 2), calculate the values of f.

Step 4: Identify the maximum and minimum values of F out of the values

]

calculated 1in Step 3. This maximum wvalue will be the absolute maximuimn
value of / and the minimum value will be the absolute minimum value of f.



Chapter-7 INTEGRALS

& Integration is the inverse process of differentiation. In the differential calculus,
we are given a function and we have to find the derivative or differential of
this function, but in the integral calculus, we are to find a function whose
differential 1s given. Thus, integration i1s a process which 1s the mverse of
differentiation.

p |
Let = F(x) = f(x). Then we write jf(r) dx =F (x)+C . These integrals

X
are called indefinite integrals or general integrals, C 1s called constant of

integration. All these integrals differ by a constant.

¢ From the geometric point of view, an indefinite integral 1s collection of family
of curves, each of which 1s obtained by translating one of the curves parallel
to itself upwards or downwards along the y-axis.
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¢ Some properties of indefinite integrals are as follows:

L [/ +g dx= [ £(x)dv+ [ g () dv

2. For any real number £, jf’f f(x)dx= ﬂ’j f(x)dx

More generally, if /. /., f,. ... . f, are functions and k,, k,, ... .,k are real
numbers. Then

[k £i()+ ko fo () + ..+ K, f, ()] dc
_ I, [ £ dx+k, [ f(x) dx+ .. +k, [ £,(x)dx



.
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Some standard imtegrals

1)
(a)
v
)

)

m+1
_r e = +C 7 = — 1. Particularly,
Fr+1
_r CcOos X (dx = sinx + O (211
_l-seclx dx = tan x + C ()

‘I‘SE‘CI tamn x v = sec x 4+ C

_r cosec x cot x adx = — cosec x + O (v

-_I--Jilz—-:os_lx+ﬂ ()
1 —x

-I:—J;E:—cc-t—lxﬁuc (3cii)

_l-axd:r =% + O (=zaw)

‘r dx — —cosec x4+ C (v
X

' ed
S hi—=

e 1

_ o xT —1

[T — x + C

[ sin x adx = — cos x + C

cosec. x dx — — cotx + C

1

— si111 X +

n 1:1_'Ea_1:'1_ a4
—+ x

-_l‘exdrzex -+

1

= sec C x + O

Ildx=lﬂglxl+ﬂ
X
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oo — exd (o0 — 570 N — F o — &
- p;:-:—l—qj _ Ay e = _
(o — ex 3 — £F o — ecx =
= g - i
(o — ) (xx — B (x — ) N — «x x — B e —
e BT 4 g —+— _ e . = — L
B (e — ) Cx — ) I — ¥ (xx — ex )™ ax — &
= pxl—l—g.r—l—?‘ L _ N . B +
: (x — ad (x* + Bx 4+ <) - N — &F T 4 B - o

Aarhere = + FPor +— o« can ot bhe factormsed fartlhaer

. Imtecratiom by subhstitumtbor
2 chanes 1 the vvariable of inteoration often reduyces an inte ocaal to one of the
finmdarmmental smtepgrals. The rmethod 1 which wwe chhangoe thhe variable to sormne
other varniable 1s called the method of substhtuatzon . Wihen the mmtegorand snwvolves
sorme trmsonometric fivmctions | we use somnmee well knoswwn adentities to finnd the
imtesrals. TIsinge substitoation teclhoridgues, e obtain the followings starmndaassd

mteosrals .
i _rtmlxdrzlﬂglﬁecx|+{: (i _I—::-I::t_‘-:r.::i‘_:!c:lq::g|5j_11:r|—l—{:
CALL) -ISE‘CIdI=1Gg|SEEI+tEﬂ.I -

Civd _r cosecx adx — log | cosec x —cotx |+ O
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J vaZ2 + x=2

J vVx2Z2 — az

dx

A

Az

1

22

Ssin

lo

lo

N —

lc:rgl I—+—c

iy = |

1 - e
Etan 1o 4+ cC

=

—_— . —_ -
T— 4+ c=—cos =+ ¢
=l [or

glx + vaZ + xZ| + c

gl:{+ W xE — azl —+

Ty = = a%* . 49 x

x Jar— = 2 in x -
=2 == =

=
=vaZ + x2 + Z-log|x + vVaZ + x2| + ¢

=
g"u"rxz — a= —a?lﬂgl}:+ Vx2Z2 — a?] + c
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4 First fundamental theorem of integral calculus

Let the area function be defined by A(x) = j If(:r) dx for all x = a, where

the function /i1s assumed to be continuous on [a. »]. Then A’ (x) = f(x) for all
x € [a, b].

¥ Second fundamental theorem of integral calculus
Let f be a continuous function of x defined on the closed interval [a. ] and

. d . .
let F be another function such that E F(x) = f(x) for all x in the domain of

£ then j :f{x) dx =[F(x)+C]° =F (b)—F (a) .

Thais 1s called the definite integral of f over the range [a. /»]. where a and b
are called the limits of integration, ¢ being the lower limit and 5 the

upper limat.



Chapter-8 APPLICATION OF INTEGRALS

¢ The area of the region bounded by the curve y = f (x), x-axis and the lmes

y=aandx=>b(b>a)1s gven by the formula: Area= J j Yy = jj fx)dx.
¢ The area of the region bounded by the curve x = ¢ (y), y-axis and the lmes
y=c,y=d 15 gven by the formula: Area= Jj xdy = J ﬂT[I) ()dy .

€
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® The area of the region enclosed between two curves y = f(x), v = g (x) and
the lmes x = a, x = b 1s given by the formula,

.Area = J:[ f(x)- g(x)] dx , where, f(x) 2 g (x) m [a, b]

®Iff(x)2g(x)m|a, cland f (x) £ g (x) m |e, b], a < ¢ < b, then

Area= [ [f(x)-g(x)]dv + j‘h[ g(x)-£(x)]dx

a



Chapter-? DIFFERENTIAL EQUATIONS

- Differential Equation: Equation containing derivatives of a dependent
variable with respect to an independent variable is called differential
equation.

L Order of a Differential Equation: The order of a differential equation

is defined to be the order of the highest order derivative occurring in
the differential equation.

- Degree of a Differential Equation: Highest power of highest order
derivative involved in the equation is called degree of differential
equation where equation is a polynomial equation in differential
coefficients.

. Formation of a Differential Equation: We differentiate the family of
curves as many times as the number of arbitrary constant in the given
family of curves. Now eliminate the arbitrary constants from these
equations.

After elimination, the equation obtained is differential equation.
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Solution of Differential Equation

(i) Variable Separable Method
dy
E - f (I, }’)-
We Separate the variables and get

f(x)dx = g(y)dy

Then | f (x)dx = [ g (y)dy + c is the required solutions,
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(ii) Homogeneous Differential Equation: A differential equation of the

dy __ f(xy)

dx _ g(xy) where f(x, y) and g(x, y) are both homogeneous

form

functions of the same degree in x and vy i.e., of the form i—i = F (%) is

called a homogeneous differential equation.

For solving this type of equations we substitute y = wvx and then
% =v+xg. The equation can be solved by wvariables separable
method.
A homogeneous differential equation can be of the form ? = ﬁ'(x]

v »

dv

To solve this equation, we substitute x = vy and them ;—xzv + v ~
V »
then the equation can be solved by variable separate method.
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(iii)

Linear Differential Equation: An equation of the from j_j.: + Py = Q

where P and Q are constant or functions of x only is called a linear
differential equation. For finding solution of this type of equations, we

find integrating factor (I.F.) = eJ P dx

Solution is y (I.LF.) = [ Q. (I.F.)dx + ¢

Similarly, differential equations of the type j—i + Px = Q where P and Q

are constants or functions of y only can be solved.

Here, I.F. = /"% and the solution is x (LF.) = J Qx(LF.)dy +C



Chapter-10 VECTOR ALGEBRA

Position vector of a pomnt P(x, v, 2) 1s given as OP(=7) = xi + U + =) . and its

magnitude by \/;r? + 2 =2
The scalar components of a vector are 1ts direction ratios, and represent its
projections along the respective axes.

The magnitude (7), direction ratios (a, b, ¢) and direction cosines (/, m, n) of
any vector are related as:

—_—

The vector sum of the three sides of a triangle taken 1n order is (.
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The wvector sum of two coinitial vectors 1s given by the diagonal of the
parallelograimm whose adjacent sides are the given vectors.

The multiplication of a given vector by a scalar A. changes the magnitude of
the wvector by the multiple | A |. and keeps the direction same (or makes it
opposite) according as the value of A i1s positive (or negative).

—_—

: : - a
For a i1vel vector g . the vector a = ——

=1 gives the unit vector in the direction
of

of a.

The position vector of a point R dividing a line segment joining the points

P and Q whose position vectors are a and & respectively, in the ratio mr : »

- : : : ra + mb
(1) 1mternally, 1s given by .
7+ 7

. : : mb — na
(1) externally, 1s given by .
i — 7
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The scalar product of two given vectors & and & having angle 8 between
them 1s defined as

a-b=|al|lb|coso .

Also. when & -/ is given. the angle “9° between the vectors & and » mavw be
determuned bw

o a - b
cosO — —————
|l || & |

If © i1s the angle between two vectors a and » . then their cross product is
civen as

a=b = |dal|lbH|s1inno s
where 77 1s a unit vector perpendicular to the plane containing « and » . Such

that .57 form right handed system of coordinate axes.

If we have two wvectors adandd ., given 1m component form as

&a = nlf —+ (;2} + azik and b = .bl}": —+ Eilj + Bk and A any scalar.
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G+b = (a, +b)i +(a, +b,) j+(as + b))k :
ra = (ha)i+(ha,)j+ (hay)k:

—_—

ab = ab +a,b, +ab;;

=

j kK
axb = |a, b ¢l
b,

N,

7

5

—_—

€y



Chapter-1 ITHREE DIMENSIONAL

GEOMETRY

2 2

Direction cosines of a line are the cosines of the angles made by the line
with the positive directions of the coordmmate axes.

If /. m. n are the direction cosines of a line, then 7 +m> + n?2 = 1.

Direction cosines of a line joining two points P(x . v, z,) and Q(x,, v,. z,) are

Xo ™4 Yo™WM 2275
PQ  PQ  PQ
where PQ = mf (v, —x)° + (v, — ) + (-‘ 2 T A )2

Direction ratios of a line are the numbers which are proportional to the
direction cosines of a line.

If /. m1. n are the direction cosines and a. b. ¢ are the direction ratios of a line



¢
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7 = <
= — I = D=
Jad + b2 + 7 Jad + b7 1+ 7 Jaz + B2 4+ 2
Skew limes are lines in space which are neither parallel mor intersecting.

Thew lie 1in different planes.

Angle between skew limes 1s the angle between two intersecting lines
dravwmn from any point (preferably through the origin) parallel to each of the
skew lines.

If 7 .mr ., and /. r,. 77, are the direction cosines of two lines: and © is the
acute angle between the two lines: then

cos© = |/ I, + mr e, + reor,|

It L S E)l.. c, and L EJT c, are the direction ratios of two lines and © 1s the
acute angle between the two lines: then

2y, a, + Oy B, + ¢; 4
“ y y - -
-J.ﬁrl— + .-E;-l2 —+ cf" N.I'r.::rg -+ .-E;-§ + 5

“Wector equation of a line that passes through the given point whose position

cosB —

vector is ¢ and parallel to a given vector 5 is 7 — & + A b .
Equation of a line thorough a point (. ;. =,) and having direction cosines /. 7. 7?7 is

X — I M — Ay = — =

ri Fr? 7
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The vector equation of a line which passes through two points whose position
vectors are @ and b 1s ¥ =a + A (b —a).
Cartesian equation of a line that passes through two pomts (x,. v,, =z,) and

- X — X Y — V¥ & — 4

- : 1 . V1 _ 1

(x,. ¥,. Z,) 1S — =—"=—
.*-'Cz .Tl _-'l'*-_:. __-'l-’l = =1

o

If 6 is the acute angle between 7 =g, + Ab, and 7 =d, + Ab,, then

b, -b
cosO=|——=
1Dy | | D |
X — X A & z—z X — X, B i T z — z,
If — =-——1 = ——"1 and = =
l, i, 7, [ 715 75

are the equations of two lines., then the acute angle between the two lines 1s
given by cos © = |/, +m m,+ n n,|.
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4 Shortest distance between two skew lmes 1s the line segment perpendicular
to both the Imes.

& Shortest distance between -;|-= — da; + _‘.?-._51 and ¥ =4, + .El;2 1S

(By < By - (G — Gy) ‘

| &y > &y |
i ) X — X p— A z —=
& Shortest distance between the limes: 1 _ ¥ -1 — 1 and
g by <
X — Xy VW — Vi = —Z2 .
= = 15
2 B 5., C o
o, — X Ma — WV e B |
€Ty By L |
ar £ E}'.!' e

«.J"r‘:b'lfz B 2o :3'2 + (cyas _"fzﬂ:"l:'2 + (b — ayby )2
& Distance between parallel lines 7 —a, + A b and 7 — gy +u b is

53"‘:("5’2_‘—']—'1}
| & |
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In the vector form. equation of a plane which 1s at a distance & from the

origin. and 1 is the unit vector normal to the plane through the origin i1s
F-in=d.

Equation of a plane which 1s at a distance of @ from the origin and the direction
cosmes of the normal to the plane as /. m. n1s Ix + my + nz =

The equation of a plane through a point whose position vector is @ and

perpendicular to the vector N is (F—d).N=0.
Equation of a plane perpendicular to a given line with direction ratios A. B. C
and passing through a given point (x,. v,. Z,) 1s

Ax—x)+B@—-y)+C((z—z,)=0
Equation of a plane passing through three non collinear points (x,. v,. Z,).
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M Ky » Fa = — =
Ka — Xy Mz — ¥ Za T = — O
Kz — X, Mz — W, Zy T Iy

Wector equration of a plane that contamns thoree non collhinear poimmnmts having
position vectors & b and & is (F —a ) [(Bb —@)>=(& —&a )] =0
Equation of a plane that cuts the coordinates axes at (o, O, O). (O, H_ O) and
(O, O, ) 1s

- . =

— 4+ —+
Py Fo P

= 1

Wector eguation of a plame that passes through the intersection of
planes 7 -/, —d, and F -7, —d, 1s F-(Ffi; + AFi,)—=d; + A d, ,  where A 15 amny
nonzero constant.

Wector eguation of a plane that passes through the mmtersection of two given
planes A x+ B, v+ C =z +D =0and A x-+B,wv+C,=z+1D, =0

1S (A, x+ B, v+ C, =z+ 1D )+ ACA,  x+ B, v+ C, =+ 1D, = 0.
o Pl.EIIlIE'S-T" = &y + AB and 7 — G- -+ b, are coplanar if
(G, — & )- (B <b,) =0
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¢ Twoplanesa, x +b v +c, z+d =0anda,x+ b, v+ c,z+d,=0 are
X =X Vo= WM 22— 5
- cl C
coplanar 1f - by - = 0.
c, D, C,

¢ In the vector form. if 6 1s the angle between the two planes. 7 -7, =d;, and

- | Fiy - 715 |
7 -7, =d, . then 6 = cos™ e
173,173, | |
& The angle ¢ between the line # =g + A b and the plane ¥ -»

— d 1S
b -7
b |7]

sin:.’p:‘
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¢ The angle 6 between the planes Ax + By +Cz+D =0 and
A,x+B,y+C,z+D,=01s given by
A A, +B, B, +C, G,
cos B = 2 2
JA? + B2 + C2 \JAZ + B2 + C2

& The distance of a point whose position vectoris a from the plane Fen=d is
|d—a-nl

¢ The distance from a pomt (x ., y,, z,) to the plane Ax + By + Cz + D =0 1s
|Ax, + By, + Cz, + D

JA?+ B+ C?
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A linear prograimming problem i1s one that 1s concemed with finding the optimal

value (maxinmun or minimunn) of a linear function of several variables (called
objective function) subject to the conditions that the wvariables are
non-negative and satisty a set of linear inequalities (called linear constraints).
Wariables are sometimes called decision variables and are mon-megative.

A few important linear progranuning problems are:
(1) Diet problems
(1) Manufacturing problems
(111) Transportation problems

The common region determuined by all the constraints including the non-negative

constraints x = 0, v = 0 of a linear programming problem is called the feasible
region (or solution region) for the problem.

Points within and on the boundary of the feasible region represent feasible
solutions of the constraints.

Any point outside the feasible region is an infeasible solution.
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Any point 1in the feasible region that gives the optimal value (Imaximum or
minimum) of the objective function i1s called an optimal solution.

The following Theorems are fundamental 1in solving linear programming
problems:

Theorem 1 I.et R be the feasible region (convex polvgon) for a linear
programming problem and let 2 = ax + 5y be the objective function. When 2~
has an optimal value (Imaximum or minimum). where the variables x and v
are subject to constraints described bv linear inequalities. this optimal value
must occur at a corner point (vertex) of the feasible region.

Theorem 2 I.et R be the feasible region for a linear programming problem,
and let Z = ax + by be the objective function. If R 1s bounded. then the
objective function Z has both a maximum and a minimum value on R and
each of these occurs at a cormer point (vertex) of R.

If the feasible region 1s unbounded. then a maximum or a minimum may not
exist. Howewver. 1f 1t exXi1sts. it muast occur at a corner point of R.
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Corner point method for solving a linear programnuning probleimm. The method
comprises of the following steps:

(i)
(11)

(i1t}

Find the feasible region of the linear programuning problemmn and deternmmaine
its cormer points (vertices).

Evaluate the objective function 7 — ax + Oy at each comer point. et VI
and rr respectively be the largest and smmallest values at these points.

If the feasible region is bounded. NV and rr respectively are the maximuuain
and minimum values of the objective fuunction.

If the feasible region 1s unbounded. thhen

(1)

(i)

M 1s the maximum value of the objective function. 1f the open half plane
determiuined bv ax + Hyv = D has no point in comuamnon with the feasible
regcion. Otherwise. the objective function has no maximuum value.

rr 1s the muinimuum value of thhe objective fuuniction. 1f thie open half plane
determined by ax + Hyv << prr has no point 1in comunon with the feasible
region. Otherwise. the obyyective functiomn has no muunimum value.

If two cormer points of the feasible region are both optimal solutions of the

same type. 1.e.. both produce the same maxiimuuinm Oor mminimiuin. then any point

on the Iine segment joining these tvwo points 1s also an optimmal solution of the
same type.
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The conditional probability of an event E, given the occurrence of the event F

is given by P(E |F) = P(PE(?)F) .P(F)=0

O<P(EF)<1,. P(EF)=1—-P(E|F)
PU(EuwuB)G)=PEG)+P(FIG) —P(E B)G)
P(ENEF)=PE)PEFE).PE)=O
P(ENF)=P(@F) PEF.PE)=0

If E and F are independent, then
P(ENF)=P(E)P(F)
P(EF)=PE).,P((F)=0

P(FIE) =P (EF). P(E)=0
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Theoremmnm of fotal probabilityw

Let {E,. E,. ....E ) be a partition of a sample space and suppose that each of
E,. E,. .... E has nonzero probability. Let A be any event associated with S.
then

P(A) — P(E,)) P (AIE,))) + P (E,)) P (AIE,)) + ... + P (E.)) P(A|E )

Baves'" theorem If E . E,. .... E_ are events which constitute a partition of
sample space S.1.e. E,. E,. .... E_ are pairwise disjointand E, U E, U ... UE_ =85S

and A be any event withh nonzero probability. thhen

P(E, )P (AIE, )

_ZLP{EJ_) P(AIE )
=

P(Ef | &=

A randoimm variable i1is a real valued function whose domain i1s the sample
space of a random experimment.

The probability distrmibution of a random variable X 1s the syvstem of numbers

L : X, X, b o
P{3) : 2, 25 2,
i F

where. 2, =0, E PpP.=1. i=1. 2. ..

F=I1
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Let X be a random variable whose possible values x,. x,. x;. .... x_occur with
probabilities p,. p,. p.. ... p, respectively. The mean of X. denoted by LL. 1s

T
the nmnumber Z X B

F=1
The mean of a random variable X 1s also called the expectation of X, denoted
bv E (X).
Let X be a random wvariable whose possible values x,. x,. .... x_ occur with
probabilities p(x,). p(x,). .... p(x, ) respectively.
Let pu = E(X) be the mean of X. The variance of X. denoted by Var (X)) or

a

o 2. is defined as o,.” = Var XD =>_ (x, — )~ p(x,)
=1

or equivalently ¢ *=E (X — n)?
The non-negative number

o, Z.N.l'"'i..,fa () :JZ (x; —u}zp{xr_}
i—1

1s called the standard deviation of the random variable X
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¢ Var (X)=E (X?) - [EX)]

¢ Trnals of a random experiment are called Bernoull: trials, 1f they satisfy the
following conditions :

(1)

The trials should be independent.

(12)

[here should be a finite number of trials.

(m1) Each trial has exactly two outcomes : success or failure.

(1v) The probability of success remains the same 1n each trial.
For Bmomuial distribution B (7, p), P (X =x)="C ¢ ™ p", x=0, l...n
(g=1-p)



